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HLM Analizi İçin Veri Hazırlama 

• HLM’e veri aktarabilmek için SPSS programına sahip 
olmanız gerekmektedir 

• HLM her bir düzey için farklı bir dosya oluşturmanızı 
ister 

• İlk olarak verinizi SPSS’te hazırlayın ve herhangi bir 
eksik veri ya da uç değer var mı kontrol ediniz 

• Farklı düzeyler için oluşturduğunuz dosyalarda ortak ID 
değişkenleri oluşturarak dosyaların bağlanabilmesini 
sağlayınız 

• Oluşturulan ID değişkenini küçükten büyüğe sıralayınız 
• Son olarak SPSS dosyalarını HLM programına aktarın ve  

“.mdm” dosyasını oluşturun. 
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Veri Dosyası 

• High school and beyond verisi (HLM 6.0 
programında örnek veri olarak sunulmuştur). 

• Farklı okullarda okuyan öğrencilere ait  bir veri 
setidir. 

• Bağımlı değişken: Matematik başarısı. 

• Internet üzerinden hsb1.sav ve hsb2.sav 
şeklinde arama yapılırsa bu verinin SPSS 
dosyalarına ulaşabilirsiniz ve bu sunumdaki 
analizleri tekrar edebilirsiniz. 
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Düzey-1 veri 
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Düzey-2 Veri 
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Veri Dosyası 

• OkulNo  

• Azınlık   

• Cinsiyet/Kadın (Kadın=1, Erkek=0) 

• SES (Sosyo-Ekonomik-Statu) 

• Matematik (Matematik başarı puanı) 

6 Dr. Sedat ŞEN 



Veri Dosyası 

• Mevcut (okul mevcudur)  

• Okul türü(1 = Katolik, 0 = Devlet)  

• Akademik takip oranı(akademik takipteki öğrenci 
oranı)  

• Disiplin iklimidisiplin iklimini ölçen bir metrik) 

• Azınlık oranı(1 = %40 ve üzeri, 0 = %40 altı kayıtlı 
azınlık öğrenci) 

• Ortalama SES (Düzey-1 verisindeki SES 
değişkeninin okullara göre ortalaması) 
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Veri Dosyası 
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Veri Dosyası 
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HLM Programı 

• Açılış ekranı 
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HLM Programı 

• Veri aktarımı 
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HLM Programı 

• 2 düzeyli model (HLM2) yapacağımızı belirtiyoruz 
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HLM Programı-Veri Aktarımı 

• Düzey-1 ve Düzey-2 dosya seçimi 
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HLM Programı-Veri Aktarımı 
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HLM Programı-Veri Aktarımı 
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HLM Programı-Veri Aktarımı 
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HLM Programı-Veri Aktarımı 

17 Dr. Sedat ŞEN 



HLM Programı-Veri Aktarımı 

• Analiz edilecek değişkenlerin seçimi 
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HLM Programı-Veri Aktarımı 
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HLM Programı-Veri Aktarımı 

20 Dr. Sedat ŞEN 



HLM Programı-Veri Aktarımı 
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HLM Programı-Veri Aktarımı 

• Save mdmt file kutucuğuna tıklayarak istediğimiz bir adla mdmt 
dosyasını kaydetmemiz gerekiyor. Multivariate Data Matrix 
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HLM Programı-Veri Aktarımı 
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HLM Programı-Veri Aktarımı 
• Mdmt uzantılı dosyayı kaydettikten sonra aşağıdaki uyarıyı alırız. Bu 

uyarıya uyarak MDM dosyasını da oluşturmamız gerekiyor. Ekranın sağ üst 
kısmından bu dosyaya isim vererek MDM dosyasını oluşturabiliriz. 
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HLM Programı-Veri Aktarımı 
• Ekranın sağ üst köşesinde hsb.mdm yazdıktan sonra ekranın sol alt kısmında Make 

MDM yazılı kısma tıklayarak MDM dosyasını oluştururuz. Multivariate Data Matrix 
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HLM Programı-Veri Aktarımı 

• Karşımıza aşağıdaki gibi bir ekran çıkıyorsa başarılı olmuşuz demektir. HLM 
programı verimizi tanımış ve betimsel istatistikleri sunmuş bulunmaktadır. 
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HLM Programı-Veri Aktarımı 

• Siyah ekran içerisindeki betimsel istatistikler belirli bir süre ekranda 
kaldıktan sora kaybolur ve aşağıdaki STS uzantılı dosya içerisinde betimsel 
istatistikler bize sunulur. Buradaki değerleri inceleyerek HLM programının 
veri setimizi doğru okuyup okumadığını anlayabiliriz. 
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HLM Programı-Veri Aktarımı 

• Daha sonra ekranın sol alt kısmındaki Done tuşuna 
tıklayarak veri aktarma sürecini tamamlamış oluruz. 
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HLM Analiz Ekranı 

• HLM programına veri aktarımının başarılı olup olmadığını anlamanın bir diğer yolu 
da yeni açılan ekranda Düzey 1 (Level-1) ve Düzey 2 (Level-2) değişkenlerinin doğru 
girildiğini kontrol etmektir. 
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HLM Analiz Ekranı 

• Artık bu ekranı sol tarafındaki değişkenler üzerine tıklayarak model belirlemeye 
başlayabilirsiniz. Yapabileceklerimiz arasında Düzey 1 değişkenlerinden hangisinin 
bağımlı değişken olacağı, modele Düzey 1 ve Düzey 2’den hangi değişkenlerin 
ekleneceği, eklenen değişkenler üzerimde merkezileştirme yapılıp yapılmayacağı gibi 
seçenekler mevcuttur. 
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HLM ile Cevaplamak İstediğimiz 
Sorular 

• Okullar ortalama matematik başarısı açından ne 
kadar değişim göstermektedir? 

• Ortalama SES düzeyi yüksek olan okullar daha 
yüksek matematik başarısına sahip midir? 

• SES ile MATEMATİK BAŞARISI arasındaki ilişkinin 
büyüklüğü okullar arasında benzer midir? 

• Farklı okul türlerinin matematik başarıları ve SES-
matematik başarısı ilişkileri nasıl farklılık 
göstermektedir? 
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HLM Modelleri 

• Model1 (ANOVA): ANOVA modeli matematik 
başarısındaki varyansın ne kadarının okullar 
içinde ne kadarının okullar arasında olduğunu 
görmemizi sağlar. 

• Ayrıca HLM yapmamıza gerek var mı? 
sorusunu cevaplamamızı sağlar (ICC 
Hesaplayarak) 
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ANOVA Model (Model1) 

• HLM’de koşulsuz modeli elde etmek için: 

Düzey-1 
varyans 

Düzey-2 
varyans 
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HLM Programında Modeli Çalıştırmak 

• Modeli çalıştırabilmek için Run Analysis Menüsüne tıklayarak aşağıdaki ekranı 
açarız. Run the model shown (görünen modeli çalıştır) seçeneğine tıklarsak HLM 
bu modeli direkt çalıştırır. Eğer birden fazla analiz yapacak ve her analizinizi Model1 
Model2 şeklinde kaydetmek isterseniz Save as and Run seçeneğini tıklayınız. 
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HLM Çıktı Ekranı 

• Önceki ekrandaki adımları takip ederek modeli çalıştırdığımızda HLM 
programı internet tarayıcınız vasıtasıyla sonuçları raporlayacaktır. 
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HLM Çıktı Tabloları 

• HLM Output/Çıktı ekranının 
en başında modelinize ait 
eşitlik verilir. Onun altında 
Düzey-1 ve Düzey-2 
varyansları rapor edilir. 

• Bu değerleri takiben sabit 
etkili parametrelere ait 
değerler bir tabloda sunulur. 

• Onun altındaki tabloda 
varyans bileşenlerine ait 
değerler yer alır.  

• En altta da model deviance 
değeri ve kestirilen 
parametre sayısı yer alır. 
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ANOVA Model Sonuçları 

• İlk model testinin sonuçları birkaç farklı tablo 
verilmiştir.  

• Bu model için, incelenecek en önemli sonuç, Final 
• Estimation of Variance Components tablosunda 

bulunan ki-kare testidir (χ2).  
• Bu sonuç istatistiksel olarak manidarsa, bağımlı 

değişkende Düzey-2 tarafından açıklanan bir değişim 
olduğunu gösterir. 

• HLM analizlerini yürütmek için istatistiksel bir gerekçe 
olduğunu gösterir.  

• Mevcut örnek için sonuçlar, χ2 (159) = 1660.23, p 
<.001; HLM kullanımını destekler. 
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ANOVA Model Sonuçları 

• Rasgele etkiler için parametre tahmini 

 
Düzey-1 artık değer varyansı 

Düzey-2 artık değer varyansı 

u0j=8.614 

rij=39.148 
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ANOVA Model Sonuçları 

• HSB data için güvenirlik değeri =0.901 olarak 
hesaplanmıştır. Bu değer bize örneklem 
ortalamalarının gerçek okul ortalamalarının 
güvenilir bir göstergesi olduğunu gösterir. 
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ANOVA Model Sonuçları 

• Sabit etkiler için parametre tahmini 
• Modeldeki tek sabit etki parametresi genel ortalama 

ϒ00=12.637 

Güven aralığı şu şekilde hesaplanır: 
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ICC Değerinin Hesaplanması 

• Çıktı ekranında sunulan düzey-1 ve düzey-2 
varyanslarını kullanarak ICC değerini hesaplayabiliriz 

Matematik başarısındaki varyansın %18’i okullar arası 
farktan kaynaklanmaktadır. Şeklinde yorumlanabilir 41 Dr. Sedat ŞEN 



Sınıf İçi Korelasyon Katsayısı (ICC) 

• Eşik değer üzerinde fikir birliği yoktur, ancak 
ICC çok düşükse, HLM analizleri geleneksel 
analizlerden farklı sonuçlar vermeyebilir. 

• ICC yüksek ise yani 1’e yakın ise üst düzeylerde 
açıklanan varyans vardır ve HLM ile elde 
edilecek sonuçlar geleneksel regresyondan 
farklı çıkacaktır. 
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Sonuçların Raporlanması 

• Raudenbush ve Bryk, 2002, s.70 
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SPSS’te HLM ANOVA Modeli 

• Analyze>Mixed Models>Linear sekmelerine 
tıklayınca aşağıda açılan ekranda Subjects 
yazan kısma OkulNo değişkeni eklenir. 

44 Dr. Sedat ŞEN 



SPSS’te HLM ANOVA Modeli 

• Fixed effect kısmı • Random effect kısmı 
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SPSS’te HLM ANOVA Modeli 

• Aşağıdaki ekrandaki değerler ile HLM programından 
elde edilen değerlerin aynı olduğu görülmektedir 
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ANCOVA Modeli (Model2) 
• ANOVA Modeline Düzey-1 değişkenini ekleyerek ANCOVA Modeli 

elde etmek için aşağıdaki gibi Düzey-1 değişkeni üzerine tıklayıp add 
variable uncentered dememiz yeterlidir. 
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ANCOVA Modeli 

• Önceki ekrandaki adımları takip ettikten sonra HLM ekranında aşağıdaki 
gibi ANCOVA Modelimizi oluşturmuş oluruz. Aynı şekilde Run Analysis 
kısmından modeli çalıştırabiliriz. 
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ANCOVA Modeli 

• Sabit eğim rasgele kesenler 
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ANCOVA Modeli 

• Rasgele etkiler için parametre tahmini ve 
güvenirlik değeri 
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ANCOVA Modeli 

• Sabit etkiler için parametre tahmini 

 

Sosyo-Ekonomik-Statü MATEMATİK başarısını manidar şekilde yordamaktadır 
(p<0.05).  SES’te 1 birimlik artış matematik başarısında 2.39 puan artışa neden 
olmaktadır. 
Ayrıca bir okul içersinde SES ile matematik başarısı arasında pozitif bir ilişki vardır 

Sosyo-Ekonomik-Statüde (SES) değeri 
0 olduğunda matematik puanı 

51 Dr. Sedat ŞEN 



ANCOVA Modeli 

• Rasgele etkiler için parametre tahmini 

Düzey-1 artık değer varyansı 

Düzey-2 artık değer varyansı 

u0j=4.768 

rij=37.034 
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Ortalamalar Bağımlı (Means as 
Outcomes) Olarak (Model3) 

Sabit etkiler 

Rasgele etkiler 
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Ortalamalar Bağımlı Olarak 

• Rasgele etkiler için parametre tahmini ve 
güvenirlik değeri 
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Ortalamalar Bağımlı Olarak 

• Sabit etkiler için parametre tahmin 

OrtalamaSES MATEMATİK başarısını manidar şekilde yordamaktadır 
(p<0.05).  Okul Ortalamasında 1 birimlik artış matematik başarısında 5.86 
puan artışa neden olmaktadır. 
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Ortalamalar Bağımlı Olarak 

• Rasgele etkiler için parametre tahmini 
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İkinci Düzeyde Açıklanan Varyans 

• Düzey-1 değişkeni SES tarafından açıklanan oran 

• (8.61-2.64)/8.61=0.69 

• %69 

• Düzey-2 değişkeni olan ORTALAMASES 
değişkeninin bağımlı değişkende açıkladığı 
varyansı (etki büyüklüğünü) hesaplamak için 
şu formül kullanılır:  
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Ortalamalar Bağımlı Olarak 

• Ki-kare istatistiği (633.517) bize ortalamaSES kontrol edildilkten 
sonra matematik başarısı ortalamaları anlamlı düzeyde değişmekte 
midir sorusunu cevaplamamızda yardımcı olur. Cevap evet (p<0.001) 
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Sonuçların Raporlanması 

• Raudenbush ve Bryk, 2002, s.73 
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Ortalamalar Bağımlı Olarak 

• MAT= 12.65 + 5.86 𝑜𝑟𝑡𝑎𝑙𝑎𝑚𝑎𝑆𝑒𝑠 + 𝑢0𝑗 

• V(U0J)= 2.64 

• V(rij)=39.16 

-Sabit için katsayı, tüm yordayıcılar 0 olduğunda, öngörülen matematik 
başarısıdır; Bu nedenle, ortalama okul SES değeri 0 olduğunda, 
öğrencilerin matematik başarısının 12.65 olduğu tahmin edilmektedir. 
-Okullar arasındaki değişimi temsil eden varyans bileşeni büyük ölçüde 
azalmaktadır (8,61'den 2,64'e). Bu, Düzey-2 değişkeninin, ortalama 
matematik başarısındaki okuldan okula değişimin büyük bir kısmını 
açıkladığını gösterir. Daha kesin olarak, ortalamaSES ile açıklanan 
varyansın oranı (8.61 - 2.64) / 8.61 = .69'dur, yani okuldaki ortalama 
matematik başarı puanlarındaki açıklanabilir varyasyonun yaklaşık% 69'u 
ortalamaSES ile açıklanabilir. 
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Rasgele Katsayı Modeli (Model4) 

• Rasgele Katsayı Modeli ile aşağıdaki soruları 
cevaplamaya çalışırız: 
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Rasgele Katsayı Modeli (Model4) 
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Rasgele Katsayı Modeli (Model4) 

• Rasgele kesenler rasgele eğimler 
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Rasgele Katsayı Modeli 

• Rasgele etkiler için 
parametre tahmini ve 
güvenirlik değerleri 
 

Eğim ve kesen arasındaki korelasyon 

Kesen varyansı 

Eğim varyansı 

Eğim ve kesen arasındaki kovaryans 

Düzey-1 artık değer varyansı 
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Rasgele Katsayı Modeli 

• Sabit etkiler için parametre tahmini 

 

Bu tabloda manidar bulunan SES değişkenine ait katsayı değeri SES değişkeni 
ile bağımlı değişken olan MATEMATİK BAŞARISI arasında manidar bir ilişki 
olduğunu gösteriyor. 

Standartlaştırılmamış katsayı 
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Rasgele Katsayı Modeli 

• Sabit ekilere ait tabloda manidar bulunan SES 
değişkenine ait katsayı değeri SES değişkeni ile 
bağımlı değişken olan MATEMATİK BAŞARISI 
arasında manidar bir ilişki olduğunu gösteriyor. 

• Mevcut analizin sonuçları,, b = 2.39, p <.001 SES 
ve MATEMATİK BAŞARISI arasındaki ilişkiyi 
desteklemektedir.  

• Bu istatistiklerin yönünün (pozitif veya negatif) 
normal bir regresyon gibi yorumlandığını 
unutmayın. 
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Rasgele Katsayı Modeli 

• Rasgele etkiler için parametre tahmini 
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Rasgele Katsayı Modeli 

• SES için eğimin varyansı için tahmin 0.418'dir. 
P değeri .002‘dir. Test istatistiksel olarak 
anlamlı olduğu için, okullar arasında eğimlerde 
bir fark olmadığı hipotezini reddediyoruz. Yani 
SES ile Matematik başarısı arasındaki ilişki 
okullar arası farklılık göstermektedir. 
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İkinci Düzeyde Açıklanan Varyans 

• Düzey-1 değişkeni SES tarafından açıklanan oran 

• (39.15-36.83)/39.15=0.06 

• %6 

• Düzey-1 değişkeni olan SES değişkeninin 
bağımlı değişkende açıkladığı varyansı (etki 
büyüklüğünü) hesaplamak için şu formül 
kullanılır:  
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Kesenler ve Eğimler Bağımlı Olarak 

• Buraya kadar olan modellerde okullar arası 
regresyon eşitliklerinin değişimini modelledik. 

• Şimdi ise bu değişimi açıklayabilmek için 
açıklayıcı bir model oluşturmaya çalışacağız. 

• Bu model sayesinde neden bazı okulların diğer 
okullardan daha yüksek ortalamaya sahip 
olduğunu, neden SES ile matematik başarısı 
bazı okullarda diğerlerine göre yüksek 
çıkmaktadır tarzı soruları cevaplayacağız. 
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Kesenler ve Eğimler Bağımlı Olarak 
(Model5) 
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Kesen ve Eğimler Bağımlı Olarak 

• Rasgele 
etkiler için 
parametre 
tahmini ve 
güvenirlik 
değerleri 
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Kesen ve Eğimler Bağımlı Olarak 

• Sabit etkiler için parametre tahmini 

 

Bu çıktı için sadece etkileşim terimine odaklanacağız. HLM sonuçları, etkileşimin 
anlamlı olmadığını (b = 0.16, p = .608) ortaya koymaktadır, bu da Düzey-1 ve 
Düzey-2 öngörücüleri arasında çapraz seviye etkileşimi olmadığını 
desteklemektedir. 
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Kesen ve Eğimler Bağımlı Olarak 

• Rasgele etkiler için parametre tahmini 
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Kesen ve Eğimler Bağımlı Olarak 
(Model6) 
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Model6 

76 Dr. Sedat ŞEN 



Model6 
• OrtalamaSES değeri ile matematik başarısı pozitif yönde ilişkilidir (5.33). 

Okultürü için kesen değeri (OrtalamaSES kontrol edildikten sonra) Katolik 
okullarının (1) devlet okullarına (0) göre daha yüksek bir ortalama 
matematik başarısına sahip olduğunu gösteriyor (1.22). 

• Yüksek OrtalamaSES’e sahip okullar düşük OrtalamaSES’e sahip 
okullardan daha başarılı olma eğilimindedir (1.03). Katolik okulları 
devlet okullarından daha düşük SES eğimine sahiptir (-1.64). 
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Model6 

• OrtalamaSES ve Okultürü değişkenleri kontrol 
edildikten sonra kesen değerleri arasında anlamlı 
bir değişim bulunmaktadır. 

• OrtalamaSES ve Okultürü değişkenleri kontrol edildikten sonra eğim 
değerleri arasında anlamlı bir değişim bulunmamaktadır. 
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Model6 

• Model sonuçlarının raporlanması 
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Model Karşılaştırma 

Deviance Parametre sayısı 

Model1 47116.793 2 

Model2 46643.331 2 

Model3 46659.447 2 

Model4 46638.561 4 

Model5 46559.908 4 

Model6 46501.875 4 

Model4 vs Model3 
Test istatistiği: 46659.447 - 46638.561 = 20.886 
Serbestlik derecesi: 2 (4-2) 
https://www.socscistatistics.com/pvalues/chidistributio
n.aspx 
p-değeri: .000029 
KARAR: Model4 daha iyi uyum göstermektedir. 
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Model Karşılaştırma 

• Sapma değeri (deviance test) kullanarak model 
karşılaştırması yapmak istiyorsak kestirim 
yöntemine (ML ya da REML) dikkat etmeliyiz. 

• Eğer model parametrelerini REML ile kestirmişsek 
ve iki farklı modeli karşılaştırmak istiyorsak bu 2 
modelin sabit etkiler kısmı aynı olmalı sadece 
rasgele etkiler kısımları farklı olmalıdır. 

• Eğer bundan farklı durumda 2 modeli 
karşılaştıracaksak ML kestirim yöntemini 
kullanmak daha doğrudur. 
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Model Karşılaştırma 
• Model karşılaştırmasını HLM Programı üzerinden  

Other Settings Menüsünde Hypothesis Testing 
kısmında yapabiliriz. 
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Model Karşılaştırma 
• Açılan ekranda şu an çalıştırdığınız model ile karşılaştırılmasını 

istediğiniz modele ait (yani eski modele ait) deviance istatistiği ve 
parametre sayısını girmelisiniz. 
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Model Karşılaştırma 

• Önceki adımları takip ettiğimizde karşımıza 
aşağıdaki sonuçlar çıkmaktadır. 

KARAR: Model4 daha iyi uyum göstermektedir. 
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Yakınsama Problemi 
• Yakınsanmayan model örneği. Bu durumda karşımıza çıkan ekrandaki 

soruya Y yazarak cevap verirsek HLM programı sonuç yakınsanana kadar 
analizi devam ettirecektir. 
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